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Abstract

Process development, optimisation and robustness analysis for chromatography separations are often entirely based on experimental work and
generic knowledge. The present study proposes a method of gaining process knowledge and assisting in the robustness analysis and optimisation
of a hydrophobic interaction chromatography step using a model-based approach. Factorial experimental design is common practice in industry
today for robustness analysis. The method presented in this study can be used to find the critical parameter variations and serve as a basis for
reducing the experimental work. In addition, the calibrated model obtained with this approach is used to find the optimal operating conditions for
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he chromatography column. The methodology consists of three consecutive steps. Firstly, screening experiments are performed usin
esign. Secondly, a kinetic-dispersive model is calibrated using gradient elution and column load experiments. Finally, the model is u
ptimal operating conditions and a robustness analysis is conducted at the optimal point. The process studied in this work is the s
olyclonal IgG from BSA using hydrophobic interaction chromatography.
2005 Elsevier B.V. All rights reserved.
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. Introduction

Today, when a protein purification process is to be adopted
s an approved pharmaceutical production process a great deal
f experimental work is performed to study the robustness of

he purification process. The use of modelling and simulation
akes it possible to reduce the number of labour-intensive exper-

ments, and thereby shorten the development time and reduce the
ost. This requires a methodology employing accurate models
alidated by carefully designed experiments. The methodology
mployed should be based on an understanding of the underlying
hysical mechanisms of the separation process. One advantage
hen using this approach is that the model may be applicable

or larger variations in the process parameters compared with
mpirical modelling.

A major cost in the production of biopharmaceuticals is the
ost of downstream processing, which usually consists of several
teps. Therefore, the optimisation of each step in the purification

∗ Corresponding author. Tel.: +46 46 222 8088; fax: +46 46 222 4526.

process is of great importance. The optimisation procedur
be based solely on experimental work exploring one param
at a time or can be performed using a factorial experime
design[1,2]. There are a number of examples in the litera
describing how modelling and simulation of a chromatogra
column can be used to find the optimal running conditions[3].

The US Food and Drug Administration (FDA)[4] recently
published guidelines in which the importance of process un
standing is emphasised when validating a process. These
lines promote the use of process analytical technologies
as multivariate data acquisition and analysis, modern pro
analysers and process monitoring. The FDA also states th
ability to predict process behaviour shows process unders
ing, and a greater process understanding gives more fre
in changing process conditions within the scope of the o
nal approved validation documentation. The cost of valida
often hinders process development and implementation o
process equipment in existing production processes for
maceuticals. The reluctance to use new process technolog
the pharmaceutical industry is undesirable from a public h
perspective. Efficient pharmaceutical manufacturing is of g
E-mail address: bernt.nilsson@chemeng.lth.se (B. Nilsson). importance in achieving effective health care[4]. The guideline

021-9673/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
oi:10.1016/j.chroma.2005.09.009



158 N. Jakobsson et al. / J. Chromatogr. A 1099 (2005) 157–166

also suggests that experimental process development databases
could be used to develop process simulation tools, which will
help us gain knowledge of the process reduce the overall process
development time from laboratory to production scale.

The aim of the present study was to evaluate how a math-
ematical model of a hydrophobic interaction chromatography
step can be used to assist in process optimisation and robustness
analysis. The aim was also to use the experimental techniques
normally employed in process development to calibrate the
model, and to keep the demand for additional experiments to a
minimum. Many authors have addressed the issues concerning
a model-based approach to chromatography[3,5–8]. This work
aims to present a modelling approach that is useful in dealing
with the optimisation and robustness analysis work normally
performed in the biopharmaceutical industry.

This study focuses on hydrophobic interaction chromatog-
raphy as it is a common unit operation in biopharmaceutical
production today. A mixture of BSA and polyclonal IgG was
used as a model system to evaluate the advantages of using the
proposed methodology.

2. Theory—models and simulation technique

The model of the hydrophobic interaction used in this study
consists of a description of the interaction between the protein
a lum
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slightly lower thancinlet,i due to dispersion at the inlet. At the
outlet wherex is equal toL, the length of the column (m), only
convective transport is considered and can thus be described by
a Neumann condition (see Eq.(3)).

∂ci

∂x
= 0, atx = L (3)

2.2. Adsorption—the Langmuir MPM model

The description of the adsorption is based on solvophobic the-
ory [9]. The protein mixture studied contains proteins of various
sizes. It is assumed that the binding sites are uniformly dis-
tributed. In the present study where two components are loaded
onto the column it was found that the most suitable model was
a variant of the original competitive Langmuir model.

A Langmuir kinetic model (see Eq.(4)) describes the adsorp-
tion and desorption of the protein and these are regarded as
competitive processes in which the salt concentration affects the
retention of the protein. Because salt is considered to be inert,
dqsalt/dt is 0. During the binding step,kads,i, the adsorption coef-
ficient of componenti (m3/kmol s), is much larger thankdes,i,
the desorption coefficient of componenti (s−1), while at elution
kdes,i dominates.
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nd solid phase and a description of the dispersion in the co
he solid-phase interaction is modelled based on solvop

heory using an interaction model including kinetics[9].

.1. Column model

The kinetic-dispersion model describing a column cont
ne part describing the dispersion and convection in the m
hase, and another part describing the adsorption as a re

ncluding kinetics. In the model used in this study, the shap
he elution peaks and breakthrough curves are dependen
ispersion coefficient, which is determined from an empi
orrelation, and on the adsorption rate. The column mode
omponenti is described by the following equation,

∂ci

∂t
= Dax

∂2ci

∂x2 − vint
∂ci

∂x
− 1 − εc

εc

∂qi

∂t
(1)

hereεc is the void fraction in the packed bed (m3 mobile
hase/m3 column),x the axial coordinate along the column (m
int the interstitial velocity (m/s),Dax the apparent dispersio
oefficient (m2/s), ci the concentration of componenti in the
obile phase (mol/m3), qi the concentration of componenti in

he stationary phase (mol/m3 stationary phase) andt is the time
s).

The column equation is subject to the following bound
onditions. A Robin condition describes the column inlet,

∂ci

∂x
= vint

Dax
(ci − cinlet,i), atx = 0 (2)

herecinlet,i is the inlet concentration (mol/m3) and ci is the
oncentration just inside the column (mol/m3), which may be
n.
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∂t
= kads,i · cx,i · qmax,i 1 −

j=1

j

qmax,j

 − kdes,i · qi (4)

whereqmax,i andqmax,j are the maximum concentrations of co
ponentsi and j in the stationary phase (kmol/m3 solid phase)
qi and qj are the concentrations of componentsi and j in the
stationary phase (kmol/m3 solid phase) andN the number o
interacting components.

In the current model, the adsorption sites are divided into
different types. In the first type, IgG adsorbs without comp
tion. In the second type IgG and BSA compete for the avai
sites, and BSA experiences competition from IgG adsorbe
both sites, see Eqs.(5)–(7). This model effectively “weakens
the ability for BSA to compete with IgG and “strengthens”
ability for IgG to displace BSA. In the competitive part of
stationary phase IgG and BSA have the same maximum cap
(qmax). The equilibrium coefficient,Keq, see Eq.(10), and the
hydrophobicity coefficient,γ, as well as the kinetic coefficie
are the same for both types of sites.

∂qIgG,1

∂t
= kads,IgG · cx,IgG · qmax,IgG,1

×
(

1 − qIgG,1

qmax,IgG,1

)
− kdes,IgG · qIgG,1 (5)

∂qIgG,2

∂t
= kads,IgG · cx,IgG · qmax,IgG,2

×
(

1 − qIgG,2

qmax,IgG,2
− qBSA

qmax,BSA

)
− kdes,IgG · qIgG,2

(6)
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∂qBSA,2

∂t
= kads,BSA · cx,BSA · qmax,BSA

×
(

1 − qIgG,2

qmax,IgG,2
− qBSA

qmax,BSA
− qIgG,1

qmax,IgG,1

)

− kdes,BSA · qBSA,2 (7)

The model can be used for the loading step as well as the
elution step by using mobile-phase modulators[9], defined by
Eqs.(8) and(9),

kads,i = kads0,ie
γiS (8)

kdes,i = kdes0,iS
βi (9)

keq,i = kads0,i

kdes0,i
(10)

whereS is the concentration of the elution component, often
salt, andkads0,i (m3/kmol s) andkdes0,i (m3/kmol s) are parame-
ters accounting for the reaction rate.βi is a parameter describing
the ion-exchange characteristics andγ i (m3/kmol) describes the
hydrophobicity. Under loading conditions,S is given by the
buffer salt concentration and salt from the protein solution. In
this study, it was assumed that there are no ion-exchange inter-
actions between protein and stationary phase, which means that
β
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To determine the dispersion in the column an empirical flow-
rate-dependent correlation using the particle Peclet number was
implemented to calculate the dispersion coefficient, see Eq.(8)
[13,14],

Pe = vintdp

Dax
(8)

wheredp is the particle diameter of the column packing.

2.3. Optimisation and robustness analysis

Optimal conditions for chromatographic separation can
be determined using computer simulation. The mathematical
model used in the simulations is often based on physical
phenomena and is calibrated using data from chromatography
experiments. The optimal point is determined by finding the
minimum value of the objective function. The objective could
for instance be to find the operating conditions that maximises
the yield of the desired product, or to find the maximum
productivity under a constraint of a minimum required purity
[15–18]. In optimisation of a chromatography step one lim-
itation is often the number of decision variables that can be
altered to find the optimal point, i.e. there are too many degrees
of freedom for the full optimisation problem to be solved. In
practice, the key variables are considered for optimisation and
the remaining variables are excluded from the optimisation
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.2.1. Model calibration
When developing a hydrophobic interaction separation

or protein purification, the initial part of the development c
ists of choosing a suitable stationary phase, pH and sa
he present study this was conducted as a factorial experi
valuating two columns, two different salts at two different c
entrations and two pH values.

The model calibration procedure comes into use when
perating conditions have been selected. The first step is to
ine the equilibrium constantKeq andγ for each componen
hese parameters are traditionally determined by perfor

socratic retention experiments at different salt concentrat
nd analysing the results by linear regression[10,11]. In this
tudy, the parametersKeq andγ were determined by loadin
small amount of protein onto the column and thereafter

orming linear gradient elution experiments and adjustingKeq
ndγ to fit the peak positions using a least squares method
hapes of the elution peaks were fitted by adjusting the ki
arameterkdes0in the interaction model[12].

The second step is to determine the maximum capac
he interaction model for each protein. In this part the pro
olution is loaded onto the column and the breakthrough of
rotein is detected, allowingqmax to be determined for eac
rotein. In the present work the concentration of protein

he gradient elution experiments was so high that the rete
ime was slightly affected by the capacity parameter,qmax. The
arameter estimation had therefore to be performed as an

ive procedure between the gradient elution experiments an
olumn load experiment.
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rocedure.
In the pharmaceutical industry, one very important as

f any unit operation is the robustness. The normal proce
or determination of the critical process parameters involv
umber of steps[19,20]. The first step is to find the norm
ariation in the performance of the process equipment a
etermine the normal operating range (NOR) defined a
eviation from the normal operating point for each proc
arameter. The normal operating range may involve varia

n flow rate, pH, conductivity, column load, etc. When the N
as been defined from knowledge about the process e
ent, laboratory experiments are usually conducted to fin
arameter range over which the product meets the deman
urity, activity, yield, etc. This range is evaluated for variati
nd co-variations between the process parameters to dete

he proven acceptable range (PAR) for each process pa
er, which defines the limits for each process parameter
re acceptable in the process. When a variation in a pr
arameter leads to process failure, i.e. the requirement on p
ctivity, yield, etc. is not met, the edge of failure (EOF
etermined.

In the case of chromatography, this means that the se
ion of the components must meet the specifications define
he chromatography step despite variations in process p
ters such as flow rate, conductivity, pH, temperature an
n. The robustness analysis is usually performed experi

ally, and can often be conducted using a factorial ex
mental design where the different process parameter
ltered according to their expected variations in the actual
ess, to determine the PAR for the different parameters.
xperimental work is usually conducted on laboratory s
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with an appropriate scale-down of the chromatography process
[21,22].

For a chromatography column the optimal point is often sit-
uated at the edge of one of the constraints for optimisation.
This point may be the optimal point, but it is not a very robust
operating point. The variations in an operating point determined
by a model-based approach consist of two parts. The first part
is the error that is incorporated into the parameter estimation,
and was accounted for by determining the 95% confidence
interval for the model parameters in the present study. The sec-
ond part has its origin in the normal variability of the process
parameters, i.e. variations in flow rate, conductivity and so on,
which is defined by the equipment used for the chromatographic
separation.

A calibrated model can provide information about the
severity of the impact of the variations in model and process
parameters. The effect of parameter variation is related to a
performance function that reflects the quality of the product,
for example, the purity of the product. The variation analysis
is conducted by simulating the impact on the performance
function when the model and process parameters are simulated
at the edge of their intervals. To determine the sensitivity of
the process with respect to a certain parameter, the model
response is simulated for a small variation in the parameter,
for example 0.1%, and the impact of the performance function,
for example the purity, is divided by the variation itself, see
E
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3. Materials and methods

3.1. Materials

The columns used in the hydrophobic interaction chromatog-
raphy experiments was a Phenyl Sepharose High Performance
(HP), 1 ml pre-packed column (diameter 7 mm, length 25 mm),
supplied by Amersham Biosciences (Uppsala, Sweden), with
a mean bead diameter of 34�m, and a Resource 15 Phenyl
1 ml pre-packed column with 15�m bead diameter (diame-
ter 6.4 mm, length 30 mm), also supplied by Amersham Bio-
sciences. The column used in the gel filtration experiments was
an SKW-23030 from Toso-Haas (Tokyo, Japan).

Two proteins were used in the experiments: bovine serum
albumin (BSA) (A-1900, Lot no. 75H9305) from Sigma
(Steinheim, Germany) and polyclonal IgG, kindly provided by
Biovitrum AB (Stockholm, Sweden). The latter protein solution
consisted of four different types of IgG (>99% pure) and had
a concentration of 15.7% (w/w). Ammonium sulphate, sodium
phosphate and potassium phosphate for the buffer preparation
were obtained from Sigma. All samples and buffers were
filtered through a 0.2 mm membrane filters from Schleicher &
Schuell (Dassel Germany) prior to use.

The chromatography experiments were carried out on an
ÄKTA purifier 100 system from GE Healthcare (Uppsala,
Sweden).
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ensitivity= �PF(M)

�P
(9)

here �PF is the difference in the performance funct
F, calculated from the model,M, caused by the parame
ariation,�P.

To investigate whether any of the parameters has a
inear impact on the product quality the variation at the e
f the parameter intervals can be calculated by linear ex
lation from the sensitivity calculation and compared with
odel response at the edge of the parameter intervals. I
ay it is possible to see which parameters are important i
odel and to identify the process parameters that must be s

ontrolled, as well as those that can be excluded from an e
mental study.

.4. Simulation technique

The model was implemented using a modelling and sim
ion tool called gPROMS developed by Process System E
rise (London, UK)[23]. The column was simulated using
nite-difference approximation and a fourth-order approxi
ion for the linear solver of the resulting set of differen
quations. The number of grid points in the column was

o 100 to ensure that there was no numerical broadeni
he column. The parameters were estimated the gEST
n gPROMS using a least squares fitting procedure. The op
ation procedure was carried out using a “toolbox” develo
t the Department of Chemical Engineering at Lund Univer
ased on MATLAB[24].
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.2. Methods

.2.1. Experiments to determine the dead volume of the
hromatography system

The ÄKTA Purifier system has a relatively small dead v
me for the sample when using a 2 ml loop or a superloo

he injection of the sample. The dead volume in theÄKTA Puri-
er system was found to be 0.14 ml[12], and the dead volum
etween the UV detector and the conductivity cell was fo

o be 0.4 ml. The dead volume for the buffers in the experim
al set-up was taken into account by using a tank series m
he model and the resulting parameters have been describ
akobsson et al.[12].

.3. Screening experiments to determine initial operating
onditions

The screening was conducted using a factorial experim
esign, in which two columns (Resource 15 Phenyl and Ph
epharose High Performance), two different salts (ammo
ulphate and potassium phosphate) at two different conc
ions in the loading step (1 and 1.2 M salt) and two level
H (6.5 and 7.5) were investigated. The result was a full fa
ial experiment with four factors and three centre points (Ph
epharose High Performance, ammonium sulphate 1.1 M
H 7). The choice of optimal conditions was made base
radient elution experiments. The column was loaded with
rotein sample (1 mg/ml IgG and 2 mg/ml BSA) in a buffer w
igh salt content. The column was washed with 8.5 ml loa
uffer and the bound material was eluted with a negative
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dient with 10 column volumes (CVs) slope. The upper limit of
salt concentration was chosen so as to be approximately 10%
under the solubility limit for IgG in the sample. The exper-
iments were evaluated by calculating a performance quotient
from the resulting chromatogram from each experiment, see
Eq.(10),

Performance quotient

= peak position IgG− peak position BSA

peak width IgG+ peak width BSA
× yield of IgG

(10)

where the yield of IgG is determined by dividing the peak area
of the IgG peak in each experiment by the area of the largest
peak in the entire screening experiment. The experiment with
the highest quotient was considered to give the best operating
point and was the basis for model calibration, optimisation and
robustness analysis in the present study.

The results were also evaluated using MODDE 7 from Umet-
rics (Ume̊a, Sweden)[25]. This statistical tool was used to fit a
statistical model to the results of the experiments.

3.3.1. Gradient elution experiments to determine the linear
parameters and shape of the elution peaks

A minimum of three gradients is needed to fit the lin-
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productivity is defined as mg IgG/h, see Eq.(11),

Pr =
∫ t2
t1

FCoutlet,IgG dt

Cycle time
(11)

whereF is the flow rate (ml/h),Coutlet,IgG the concentration of
IgG leaving the column,t1 the starting time of the elution and
t2 the end point of the elution.

In the optimisation procedure the conductivity in the loading
step, loading time, washing time and elution gradient were the
decision variables. In the present study, the conductivities in the
loading and washing steps were the same, and limited by setting
that the maximum allowed conductivity to 155 mS/cm, which is
about 7% below the solubility limit at 166 mS/cm. Optimisation
was conducted using a simplex method with 0.1% tolerance for
both the objective function and the decision variables.

3.3.4. Robustness analysis
Once the optimal running conditions had been determined,

the sensitivity of the optimal point to fluctuations in the process
and errors in the parameter estimation was determined. The most
important factor in most chromatography steps in the pharma-
ceutical industry is the purity of the product, and therefore, the
robustness analysis was conducted with respect to the purity of
IgG. The variations in the model were represented by the 95%
confidence interval for each model parameter. The variations in
t ormal
v rate
w nd
w d
e
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ar parameters (Keq and γ) in the Langmuir MPM mode
18,26]. The inlet concentrations used were 1 mg/ml IgG
mg/ml BSA in 40 mM sodium phosphate buffer contain
.2 M ammonium sulphate at pH 7.5. The elution buffer
0 mM sodium phosphate buffer at pH 7.5. The flow rate
ll gradient elution experiments was 1 ml/min (linear ve

ty 156 cm/h). The conductivity during the loading step w
bout 155 mS/cm and about 5.4 mS/cm at the end of the
ient elution. The loading step lasted 2 CVs and the
mn was washed with 8.5 CVs of buffer. The linear gr
nts used for parameter estimation were 7.5, 10, 12.5, 1
0 CVs. The experimental results were compensated for
olumes in the system to isolate the behaviour due to
olumn.

.3.2. Column load experiment to determine the capacity,
max

The protein concentrations at the inlet were 1 mg/ml IgG
mg/ml BSA. The salt concentration in the sample was 1
mmonium sulphate. The flow rate was 1 ml/min and the b
as 40 mM sodium phosphate, pH 7.5. A sample of 46.3 m

oaded onto the column and the column was washed with 5
uffer; the slope of the gradient elution was 10 CVs. Fract
ere collected and analysed using gel filtration to determin
omposition at the outlet of the column at different parts o
hromatography cycle.

.3.3. Optimisation
In this work, the objective of was to achieve maximum p

uctivity while ensuring a minimum purity of 99% IgG. T
-

d
d

l

he process parameters were defined with respect to the n
ariations in a pharmaceutical production plant. The flow
as varied by±10%, while the conductivity in the loading, a
ashing steps was varied by±3%. The loading, washing an
lution volumes were allowed to vary by±5%.

. Results and discussion

.1. Screening experiments

The performance quotient was measured for each exper
nd the experimental conditions that provided the highest
as considered to define the best operating point for the

ation. The results of the experiments are given inTable 1. The
esults were evaluated using the statistics program MOD
n order to identify the most important factors in the experim
he resulting model includes all interaction coefficients but
any of the interactions, the effect fell within the confide

nterval and was thus not significant. The model was reduc
hat only the main effects and the interaction terms that were
ificant were included. The height of the bars in the coeffic
lot (seeFig. 1) shows that the most important factor is the cho
f column, followed by pH, salt concentration in the sample

ype of salt. The only significant interaction was between
nd type of column. The coefficient plot also shows rather l
onfidence intervals for the coefficients. The broad confid
ntervals are probably not due to variations in the experime
quipment as the three centre points show little variance
ather to non-linear behaviour of the investigated system
he statistical model cannot describe. The most advanta
perating conditions were found to be at 1.2 mol/l NH4SO4
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Table 1
The experimental design and results of factorial screening experiments used to determine the most suitable conditions for the chromatography step,see Eq.(10)

Run no. Salt concentration (mol/l) Column pH Salt Performance quotient

1 1.0 HP 6.5 (NH4)2SO4 0.20
2 1.2 HP 6.5 (NH4)2SO4 0.20
3 1.0 Source 6.5 (NH4)2SO4 0.20
4 1.2 Source 6.5 (NH4)2SO4 0.06
5 1.0 HP 7.5 (NH4)2SO4 0.22
6 1.2 HP 7.5 (NH4)2SO4 0.24
7 1.0 Source 7.5 (NH4)2SO4 0.06
8 1.2 Source 7.5 (NH4)2SO4 0.07
9 1.0 HP 6.5 KPO4 0.17

10 1.2 HP 6.5 KPO4 0.22
11 1.0 Source 6.5 KPO4 0.05
12 1.2 Source 6.5 KPO4 0.10
13 1.0 HP 7.5 KPO4 0.22
14 1.2 HP 7.5 KPO4 0.23
15 1.0 Source 7.5 KPO4 0.06
16 1.2 Source 7.5 KPO4 0.03
17 1.1 HP 7.0 (NH4)2SO4 0.22
18 1.1 HP 7.0 (NH4)2SO4 0.21
19 1.1 HP 7.0 (NH4)2SO4 0.23

at pH 7.5 and using the Phenyl Sepharose HP column (see
Table 1).

4.2. Model calibration

4.2.1. UV response and void fraction of the column
The simulated breakthrough and elution experiments are

obtained using concentrations expressed in mol/m3, which can
be converted into mg/ml using the molecular mass. Experienced
scientists working with chromatography are used to observing
breakthrough curves and elution peaks in terms of UV absorp-
tion. Therefore, experiments to determine the UV absorption
for each protein at different concentrations were performed,

F ening
e irectio
o

and a linear relation was derived between UV absorption in the
ÄKTA purifier UV cell and protein concentration for each pro-
tein. The conversion factors were 308 ml mg/ma.u. for IgG and
127 ml mg/ma.u. for BSA. The UV response is used in all figures
when comparing simulated and experimental data, assuming that
the total UV response is strictly additive for the components
included in the simulation.

The column void was not measured experimentally. The col-
umn void fraction was set to 0.34 in the model. This is a relatively
low value but it was considered reasonable as the column was
industrially packed[14].

4.2.2. Calculation of salt concentration in the parameter
estimation

The buffers used in the gradient elution experiments and in
the breakthrough experiments had different conductivities. The
conductivity of the sample and of the loading and elution buffers
was measured. The 40 mM sodium phosphate buffer itself has a
conductivity of 5.4 mS/cm, while the conductivity of the phos-
phate buffer with 1.2 M ammonium sulphate was 153 mS/cm.
In the parameter estimation a linear relationship was assumed
between conductivity and salt concentration.

4.3. Column dispersion

The Peclet number,Pe (see Eq.(8)), was set to 0.33[13,14].
T d to
b

4
(

a he
i u-
r k
s at 10
ig. 1. The coefficient plot resulting from the statistical analysis of the scre
xperiments. Each coefficient is scaled and centred and the height and d
f the bars show the relative importance of each factor.
n

he axial dispersion coefficient in the column was calculate
e 6.1× 10−7 m2/s for a flow rate of 1 ml/min.

.3.1. Determining peak position (Keq, γ) and peak shape
kdes0)

At low protein concentration and low column load onlyγ i

ndKeq,i affect the peak position in the gradient elution. T
nteraction rate parameter,kdes0,i, was adjusted to give an acc
ate peak shape for the elution peaks.Fig. 2shows that the pea
hapes and positions are estimated with good accuracy
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Fig. 2. Comparison between simulation and experiment at 10 CVs gradient
elution with a 2 ml load of protein solution.

CVs gradient elution. The parameter estimation resulted in very
good agreement between the experimental peak position and the
simulated chromatogram. The mean error in peak position for
both proteins is less than 1%, and the resulting parameter val-
ues with their 95% confidence intervals are given inTable 2.
For BSA the capacity parameter,qmax, has no impact on the
peak position, but for IgG it does. This problem was solved by
determiningKeq andγ from the gradient elution experiments
andqmax from the column load experiment simultaneously in
an iterative procedure.

When the linear parameters are determined from the peak
position the entire UV curve from the experiment at 10 CVs
gradient elution was used to fit the kinetic parameterkdes0 in
the interaction model to give an accurate peak shape, seeFig. 2.
The final values forkdes0for BSA and IgG are given with 95%
confidence interval inTable 2.

4.3.2. Determination of the capacity (qmax)
The capacity parameter,qmax, of the two proteins was deter-

mined by running a column load experiment where the column

Table 2
The mean values of all parameters in the model that are subject to parameter
estimation together with the limits of their 95% confidence intervals

Lower Mean Upper

B

I

Fig. 3. Comparison between experiment and simulation in the column load
experiment where the breakthrough of each component is used to estimate the
maximum capacity for each protein.

was loaded until breakthrough was observed for both proteins
and maximum capacity was adjusted for both proteins to fit
the experimental breakthrough. With this procedure,qmax, was
determined using a parameter estimation procedure, in this case
adjusting the parameters until the simulated and experimental
UV curves fitted as closely as possible. The components com-
pete with each other and affect each other’s breakthrough, and it
is therefore necessary to fit the capacity for both proteins simul-
taneously. Single-component experiments are often impossible
to conduct in industry, at least for the impurities and one advan-
tage of the approach used in this work is that single-component
experiments are avoided.

For the system investigated in the present study the normal
competitive Langmuir expression, whereKeq and γ are esti-
mated from gradient elution experiments showed too strong
competition compared with the column load experiment. There-
fore, the model with two types of adsorption sites, described
above was applied to obtain the correct competitive behaviour.

Figs. 2 and 3show that the model fits the experimental results
very well, and the simulated breakthrough and the elution peaks
are in good agreement with the experimental results.

4.3.3. Optimisation
The optimisation procedure was started by adjusting the col-

umn load, the conductivity in the loading step, the washing
volume and the elution gradient. Early on in the optimisation
p step
s lubil-
i ent as
p hape
o rnal
v -
m lume
w ing
SA
Keq (m3/mol) 5.53 5.44 5.58
γ (m3/mol) 2.53× 10−3 2.54× 10−3 2.55× 10−3

qmax (mol/m3) 0.491 0.512 0.533
kdes0 0.0394 0.0450 0.0506

gG
Keq (m3/mol) 1.94 2.02 2.1
γ (m3/mol) 3.24× 10−3 3.31× 10−3 3.38× 10−3

qmax,1 (mol/m3) 0.491 0.512 0.533
qmax,2 (mol/m3) 0.919 0.918 0.944
kdes0 0.0458 0.0520 0.0582
rocess it was found that the conductivity in the loading
hould be as high as possible with respect to protein so
ty and that it was advantageous to use as steep a gradi
ossible, i.e. step elution. In order to obtain the correct s
f the step elution in the experimental equipment the exte
olume for the buffers was modelled[12]. In the further opti
isation process only the column load and the washing vo
ere adjusted to reach maximum productivity while maintain
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Fig. 4. Simulated results at the optimal point.

99% purity. The optimal point was found to be at a load volume
of 49.4 CVs and a wash volume of 7.3 CVs using the maximum
conductivity, 155 mS/cm, in the loading step and step elution.
The maximum productivity was 38.8 mg IgG/(h ml) stationary
phase, while maintaining 99% purity, resulting in a 95% yield
of IgG. The simulated chromatography cycle is shown inFig. 4.

4.3.4. Robustness analysis
The initial part of the robustness analysis involved calculat-

ing the sensitivity of each parameter in the model and of each
process parameter to separate the parameters from their degr
of variation. Sensitivity analysis allows the different parame-
ters to be ranked according to their effect on the purity of IgG.
The values given inTable 3show that the conductivity in the
loading step andγ for IgG are the most sensitive parameters in
this study. Ordering the parameters in this way can give valu

able insight into which parameters must be strictly controlled.
The sensitivity calculation also provides information about the
model parameters and points out the parameters that need to be
estimated with good accuracy. The results inTable 3also indi-
cate in which direction the parameter variation causes a lower
purity.

The sensitivity of each parameter together with its variation
provides information on how much the purity of the product is
affected by variations in that parameter. Simulations at the limits
of the intervals of the model and process parameters, give the
impact of each parameter on the purity of IgG in the elution pool.
Table 3shows that the most important parameter variations are;
conductivity in the loading step, conductivity in the washing
step, Load volume and the hydrophobic coefficient,γ, for IgG.

To investigate whether there is any non-linear impact of the
variation of the parameters within their intervals sensitivity cal-
culations can be used to predict the expected impact on purity
if the result is linearly extrapolated. A comparison between
columns 3 and 4 ofTable 3shows that there is significant non-
linear behaviour for variations in the conductivity in the loading
and washing step, as well as for variations inγ for IgG. This non-
linear behaviour is expected as the adsorption coefficientkads,i
was modelled with an exponential dependency on salt concen-
tration andγ, see Eqs.(5) and(6).

The final part of the robustness analysis is to consider the
co-variation of the most important parameters. The co-variation
e ding
s -
v rial
e o-
v eters
v

oint
w pec-
i low
9 r an
e ame-
t ns 1,
2 .5%

Table 3
The sensitivity of each model and process parameter, the impact on purity, ob r
variations and the direction of variation that causes lower purity

Parameter Sensitivity Impact on purity (%) line irection

Load volume 1.9 0.065
Flow 0.20 0.019
Conductivity, loading step 8.7 0.27
Washing volume 0.80 0.037
C
k
γ

K
q
k
γ

K
q

onductivity, washing step 2.2 0.13

des0,IgG 0.052 0.0054

IgG 6.1 0.078

eq,IgG 1.2 0.035

max,IgG 1.2 0.013

des0,BSA 0.14 0.015

BSA 1.7 0.0066

eq,BSA 0.54 0.014

max,BSA 0.84 0.033
ee

-

ffects considered are loaded volume, conductivity in the loa
tep, conductivity in the washing step andγ for IgG. The co
ariation effects were studied by simulation of a full facto
xperiment with four factors.Table 4shows the results of this c
ariation. The table also shows in which direction the param
aried to cause these critical points for the purity of IgG.

In this case, the lowest expected purity at the optimal p
ould be 97.1%, which should be compared with the 99% s

fied in the optimisation. Variations that result in a purity be
8.5% are considered to be critical points. As guidance fo
xperimental study, this analysis points out five process par
er variations that need to be investigated experimentally (ru
, 6, 13 and 15). Runs 3 and 7 also result in purity below 98

tained by linear extrapolation, the impact of simulation at the limits ofthe paramete

ar extrapolation Impact on purity (%) model response D

0.097 −
0.020 +

0.61 −
0.040 −
0.15 +

0.0061 −
0.13 −
0.050 −
0.015 +
0.017 −
0.0066 +
0.014 +
0.034 +
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Table 4
The results of the co-variation analysis

Run Load volume Conductivity, loading step Conductivity, washing step γ IgG Purity (%)

1 − − − − 97.7
2 + − − − 97.7
3 − + − − 99.0
4 + + − − 99.5
5 − − + − 97.1
6 + − + − 97.2
7 − + + − 98.4
8 + + + − 99.2
9 − − − + 98.8

10 + − − + 99.1
11 − + − + 98.6
12 + + − + 99.5
13 − − + + 98.2
14 + − + + 98.8
15 − + + + 98.0
16 + + + + 99.1

but differ from runs 13 and 15 only in the value ofγ IgG. These
five critical points should be investigated experimentally and if
the resulting purities are acceptable, the rest of the points should
also fall within the specification. If the experiments result in
purities that do not fall within the specifications, another operat-
ing point must be chosen or the control of the critical parameters
must be improved.

4.3.5. Limitations in the methodology
The methodology presented in this work should be useful in

the pharmaceutical industry with an appropriate scale up proce-
dure from laboratory to pilot and production scale columns. The
accuracy of the resulting model is taken into account by using
the confidence intervals of the parameters to calculate the lowest
expected purity. One limitation when using this methodology is
that it has to be possible to find a model and a calibration proce-
dure that predicts the experimental results with good accuracy
and reasonably narrow confidence intervals in order to get useful
predictions.

5. Conclusions

The method presented in this paper constitutes a calibrated
model that succeeds in predicting the separation of IgG from
BSA, and can, with reasonable accuracy, predict the behaviour
i It is
t ed t
fi into
t tions
i pec
t

mbe
o from
fi per
i ssa
f cial
p per-

imental work. In addition, the model can be used to find the
optimal running conditions without any additional experimental
effort.

6. Nomenclature

ci concentration of componenti in the mobile phase
(mol/m3)

cinlet,i inlet concentration of componenti in the mobile phase
(mol/m3)

Coutlet,IgG concentration at the outlet of the column (mg/ml)
dp bead diameter (m)
Dax dispersion coefficient (m2/s)
kads,i adsorption coefficient, Langmuir MPM (m3/mol s)
kads0,i modulator constant (m3/mol s)
kdes,i desorption coefficient, Langmuir MPM (s−1)
kdes0,i modulator constant (m3/mol s)
Keq,i equilibrium constant, Langmuir MPM
L length of the column (m)
M model
P parameter
PF performance function
Pr productivity (mg IgG/h)
qmax,i maximum concentration in the stationary phase of com-

3

q ent

S
t
t
v

x
β

γ

ε

n the hydrophobic interaction chromatography column.
hus reasonable to claim that the methodology can be us
nd the optimal operating conditions and provide insight
he sensitivity of process performance with respect to varia
n the parameters of the model and the sensitivity with res
o process variations.

The methodology presented in this work reduces the nu
f variables that must be included in the robustness analysis
ve to three process parameters which, for a factorial ex
mental design reduces the number of experiments nece
rom 32 to 16. The model also identifies the five most cru
oints within the 16 combinations further reducing the ex
o

t

r

-
ry

ponenti (mol/m gel)
i concentration in the stationary phase of componi

(mol/m3 gel)
concentration of the elution component (mol/m3)
time (s)

1 starting time for the step elution (h)
int interstitial velocity (m/s)

axial coordinate along the column (m)
i constant describing the IEC characteristic
i constant describing the HIC characteristic (m3/mol)
c void fraction in the column (m3 mobile phase/m3

column)
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